Jdaic gl Jgasl olall yoiigoll
Jlads Cuaj adeiollg dAadiyell SLBOUYIl Ao o]

W29 gisUIg olall pad Ul J21 g0 LAy aily glags Ul

2024 o1 5 -4 650U
dsyguu - Guilsos
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Abstract

This paper is a brief study focusing on the behavior of the mathematical expectation of
sample variance in two different situations: sampling without replacement and sampling with
replacement. Formally, we show that when sampling is with replacement, there exists a
crucial difference between the two situations, namely, distinct samples and indistinct
samples.
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1. Introduction

It is really obvious today that studying the entire population is not an approach to solve
challenging problems in statistic or the other related sciences.

The suitable way to deal with the big and complex data that emerges in different studies, is
to draw samples from the studied population. Since the drawn samples are random, one
should study the behavior of sample quantities.

Many references deal with studying the sample variance s?in two cases, drawing with

replacement and drawing without replacement. But, in the case of drawing with replacement,
investigating the behavior of E[SZJWhen the chosen samples are distinct or indistinct are

omitted from those references, and this is what we will talk about in this paper.
2. The unbiased estimator of population variance

Let x,,x,,---,x, denote a simple sample characteristics that were drawn from a finite
population with elements y,,y, .-,y , with n, N . Denote by || to the number of
samples of size n drawn from N. That is,

N
[ j;drawing without replacement
n

N +n-1
Q= [ . J;drawing indistinct samples with replacement

N ";drawing distinct samples with replacement




If X" is the sample mean, then its variance is
N -no’

V(X) =

N-1n'
when the sampling is without replacement, and it is
2

V(x)="-,

when sampling with replacement.
It is well known that X is an unbiased estimator of y whatever the sampling is. As a result,

we have that
n n N
E|:in:|=_zyi
i=1 N i=1

The variance of y_ 's is defined as

X 2
Z(yi - V)
ol = il '
N
and it is called the complete variance. We take also
N
Z(yi - )T)Z
S 2 _ i
N -1

as the variance of y, 's . Similarly, the variance of x, 's is defined as

Z(Xi _X_)z
g2 — =l
n-1

Theorem 2.1. For a simple random sample and the drawing is without replacement, g2is an
unbiased estimator of g2.
Proof. We follow [1], P.26.
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The last statement using the previous results becomes
n n N-no’
E [S 2] = o’ — g
n-1

n-1N -1n
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Theorem 2.2. For a simple random sample and the drawing is with replacement, g2is an
unbiased estimator of 52.
Proof. The proof begins by repeating the same steps as in Theorem 2.1, but with some
changes we find that
E[52]= n o n O-—2=0'2D

n-1 n-1n
It is obvious in the Theorem 2.2 that knowing whether if the drawn samples are distinct or
indistinct, does not play any role in the proof. This idea plays the center role in the following
section.

3. Simulation Study
In this section, we present different scenarios to show that when sampling is with

replacement and the samples are distinct, E [52] = o’ . The R language codes are available

by contacting the author.
Assume that a rural population is distributed in five villages as shown in Table 3.1.

Table 3.1 Residents distribution in five villages.

village ( b ¢ d e

residents | 700 | 500 | 550 | 625 | 600

First Scenario
Suppose that the object in this scenario is to draw, without replacement, simple samples of
size n=3. Obviously, |Q| =10 .Table 3.2 contains the possible simple samples ¢, along with

their means x, and variances g2, where k =1,2, .., 10.

Table 3.2 Possible chosen samples when sampling is without replacement.

k 1 2 314 i b T LI 10
wp | abe abd | abe | bed | bee ode | acd | oace | ade | bde
oy 983.33 | 608.33 | 600 | 625 | 616.67 | 64167 | 558.33 | 530 | 575 | 59167
st 10833.33 | 10208.33 | 10000 | 5625 | 5833.33 | 2108.33 | 395833 | 2500 | 4375 | 1458.33




The results in Table 3.2 show that
S;+SZ+...+S8)

o
E[SZJ:Z%:l S 5750

52 i(yi -y) _ (700-595)° +... + (600 — 595)
~ N -1 4
and this is consistent with Theorem 2.1.

=5750

3.2 Second Scenario
Now, assume that indistinct simple samples of size n=3 are to be drawn with replacement.
As a result, |Q| = 35. The results listed in Table 3.3 show that

2

S +..+S2
E 2 : — 3B _ )
I:S :I | | =3833.33

N (y,-y) N-1
ot =3y = S? = 4600
Z;‘ N N

which seems to be a contradiction with Theorem 2.2.

Table 3.3 Possible chosen indistinct samples and sampling is with

replacement. The T), and s2 are recorded in parentheses.

k Wi (T, 83) k wi(Tk, 57) k wi(Tx, 1) k wi(Te, 57)

1 bbb(500, 0) 11 bed(575, 4375) 21 ced(591.67,1458.33) | 31 eaa(666.67, 3333.33)
2 bbe(516.67.833.33) | 12 bea(600,10000) | 22 cca(616.67,5833.33) | 32 ddd(625,0)
3 Dbe(533.33,3333.33) | 13 Ddd(583.33,5208.33) | 23 cdd(600,1875) | 33  dda(650, 1875)
4 bbd(541.67,5208.33) | 14 bda(608.33,10208.33) | 24 ¢da(625,5625) | 34 daa(675,1875)
5 bba(566.67.13333.33) | 15 baa(633.33,13333.33) | 25 caa(630,7500) | 35 aaa(700,0)
6 bee(533.33,833.33) | 16 cec(550,0) 2% cee(600,0)

T bee(550,82500) | 17 cce(566.67,833.33) | 27 ccd(608.33,208.33)

§  bed(558.33,3958.33) | 18 ced(575,1875) | 28 cca(633.33,3333.33)

9 bea(583.33,10833.33) | 19 cca(600,7500) | 20 edd(616.67,208.33)

10 bee(566.67,3333.33) | 20 cee(5R83.33,833.33) 30  eda(641.67,2708.33)

3.3 Third Scenario
In this scenario, we consider drawing with replacement all distinct simple samples of size
n=3, hence, |Q| =125. Table 3.4 reflects all possible simple samples, and as a result we have

that
E[sz]z Sy +8; +...+Ss _ 575000

125 125
which coincides with Theorem 2.2.

= 4600




Table 3.4 Possible chosern distinct samples with replaocernnent.

Caky S Laly & 5 & Ll e (758 e [T S Lulp

&

1 e | 21 aco | 4l freder | GL farere 51 ellace 101 e 121 cee
2 iy 22 el 42 Bacdfa G2 farals] 32 allala 102 canle 122 ety
3 aac | 23 aec | 43 bde | G3 coo 23 Tehe | 13 eac | 123 eec
< cvered | 24 wed | A Bl | G ood 54 elback 104 ecd | 124  ced
5 aae | 25 aee | 45 bde | 630 ccoe 85 allre 105 eac | 125 eeco
L& wndncr 26 baoa | A6 bea | GG colo S5 elcen 106G ehba
T w1t 27 Enrde 47T e o7 il < ol 107 il

= abe | 28 fure | 48 bee | G cde B e 105 el
o abd | 20 bod | 49 bed | GO odd Hib el 1O el
10 abe | 30 bae | 50 bee | TO cde L wlee 110 et
11 aea | 31 &be | 51 cac | Tl cea a1 efox 111 ecoo
1z e 32 Lilula 52 ceeds T2 celr o2 e L] 112 el
13 ace | 33 e | B3 coc | TS ceco a5 el 113 oo
14 aed | 34 Bbhd | 54 cad | T4 ced 94 alelal 114 eod
15 vrcrer 35 bl 55 coe T e a5 elcde: 115 e
16 ada | 36 bee | 56 cba | TG doaa DG e 116 eda
17T adlis 37 Ll 57 ooty TV dail T el 117 Fere I
1= el 38 T it o =1 ol a2 adee 115 e
19 add | 30 boed [ 59 obd | TO O dlad L8 oleeld 119 edd
20 erelle Ad Baee (0] wolae B0 dae 1M eleoer 120 ede

1. Conclusion

This paper has clarified the effect of drawing simple samples methodology on the
mathematical expectation of the sample variance. We have seen, through simulation study,
that the sample variance is an unbiased estimator of the population variance only when
sampling without replacement and with replacement for distinct samples.
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