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Abstract 

 

This paper is a brief study focusing on the behavior of the mathematical expectation of 

sample variance in two different situations: sampling without replacement and sampling with 

replacement. Formally, we show that when sampling is with replacement, there exists a 

crucial difference between the two situations, namely, distinct samples and indistinct 

samples. 
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1. Introduction 

 

It is really obvious today that studying the entire population is not an approach to solve 

challenging problems in statistic or the other related sciences.  

The suitable way to deal with the big and complex data that emerges in different studies, is 

to draw samples from the studied population. Since the drawn samples are random, one 

should study the behavior of sample quantities.  

Many references deal with studying the sample variance 2s in two cases, drawing with 

replacement and drawing without replacement. But, in the case of drawing with replacement, 

investigating the behavior of 2s  E when the chosen samples are distinct or indistinct are 

omitted from those references, and this is what we will talk about in this paper.  

 

2. The unbiased estimator of population variance 

 

Let 
1 2, , , nx x x denote a simple sample characteristics that were drawn from a finite 

population with elements 
1 2, , , Ny y y , with n N„ . Denote by  to the number of 

samples of size n drawn from N. That is, 
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If x is the sample mean, then its variance is 
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when the sampling is without replacement, and it is 
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when sampling with replacement. 

It is well known that x is an unbiased estimator of y whatever the sampling is. As a result, 

we have that 
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The variance of 'iy s  is defined as  
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and it is called the complete variance. We take also 
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as the variance of 'iy s . Similarly, the variance of 'ix s  is defined as 
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Theorem 2.1. For a simple random sample and the drawing is without replacement, 2s is an 

unbiased estimator of 2S . 

Proof. We follow [1], P.26.  
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The last statement using the previous results becomes 
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Theorem 2.2. For a simple random sample and the drawing is with replacement, 2s is an 

unbiased estimator of 2 . 

Proof. The proof begins by repeating the same steps as in Theorem 2.1, but with some 

changes we find that 
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It is obvious in the Theorem 2.2 that knowing whether if the drawn samples are distinct or 

indistinct, does not play any role in the proof. This idea plays the center role in the following 

section. 

 

3. Simulation Study 

In this section, we present different scenarios to show that when sampling is with 

replacement and the samples are distinct, 
2 2s   = E . The R language codes are available 

by contacting the author. 

Assume that a rural population is distributed in five villages as shown in Table 3.1. 

 

 

First Scenario 

Suppose that the object in this scenario is to draw, without replacement, simple samples of 

size n=3. Obviously, 10 = .Table 3.2 contains the possible simple samples 
k along with 

their means 
kx and variances 2

ks , where  ..1 .,2, , 10 k = . 

 

 

 



 

 

The results in Table 3.2 show that  
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and this is consistent with Theorem 2.1. 

 

3.2 Second Scenario 

Now, assume that indistinct simple samples of size n=3 are to be drawn with replacement. 

As a result, 35 = . The results listed in Table 3.3 show that 
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which seems to be a contradiction with Theorem 2.2. 

 
 

 

3.3 Third Scenario 

In this scenario, we consider drawing with replacement all distinct simple samples of size 

n=3, hence, 125 = . Table 3.4 reflects all possible simple samples, and as a result we have 

that 
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which coincides with Theorem 2.2. 



 

 

 

1. Conclusion 

 

This paper has clarified the effect of drawing simple samples methodology on the 

mathematical expectation of the sample variance. We have seen, through simulation study, 

that the sample variance is an unbiased estimator of the population variance only when 

sampling without replacement and with replacement for distinct samples.  
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