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The purpose of this work is to study the dynamical behavior of ecological 

system model of two predator-one prey with diverse functional response, the 

first predator functional response is Beddington –De Angelis, while the 

second predator functional response is Holling type II mathematical features  

have been  studied  thoroughly, the system have local and global stability 

when especial conditions are met had been  proved respectively, the system 

has no saddle node bifurcation but transcritical bifurcation and Pitchfork 

bifurcation are satisfied while Hopf bifurcation dose not occur, numerical 

illustrations are performed finally in order to set the applicability of the 

model under consideration. 

 

 

1.Introduction 

In most biological societies, we find that Prey can be intercepted by more than one predator terms of species, 

there is a predator that depends on attaining the prey by searching alone or following the method of pack 

hunting of the prey with its peers of the same type and probably  storing the remains of the prey to hoard food 

for another time, and those different predator societies there is a rivalry among them to obtain food (prey) and 

one of those predators maybe subjected to annihilation by the other kind. Lotka–Volterra [1,2] model is the 

classical description interact between species which incorporate logistic growth for a prey population and the 

predator population. (Functional response formulates the feeding rate per predator on the prey population). 
Lotka–Volterra model was the key portion for researchers to investigate the kinetics of the model in a more 

realistic way population’s functional response. Holling-type functional response describes the predation speed 

within a regular range, it is classified into three types Holling's type I,II and III , see [3-9]. The functional 

response of Beddington-DeAngelis is similar to the Holling type-II functional response but it contains a term 

describing the mutual interference of predators. see [10-13]. In this research, we will study the dynamic of an 

ecological system connect three species combined with environmental conditions compatible despite 

qualitative differences through, this system consist of one prey and two varying types of predators behave in 

diverse functional response. The first predator functional response is Beddington –De Angelis, while the 

second predator’s functional response is Holling type II. An analytical study includes local and global stability 

of the dynamical system had been introduced, also the bifurcation analysis for certain equilibrium points 

explained. According to above the resulting system was packed with parameters, which reduced using 

dimensionless technique to simplify the study while preserving carefully the mathematical properties studied. 

A numerical demonstration is illustrated with the help of MATLAB. 

 

 

2. Mathematical Model 

In this section a Beddington–De Angelis and Holling type II prey-predator model considered is based on the 

( two predator- one prey ):  

 
𝑑𝑥1

𝑑𝓉
= 𝑟 (1 −

𝑥1

𝑥1+𝑘
) −

𝛾𝑥1𝑥2

𝑎+𝑥1+𝑏1𝑥2
−

𝛽𝑥1𝑥3

1+𝑏2𝑥3
  

𝑑𝑥2

𝑑𝓉
= −𝛿1𝑥2 +

𝑐1𝛾𝑥1𝑥2

𝑎+𝑥1+𝑏1𝑥2
− 𝑑1𝑥2𝑥3                                                   (1) 
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𝑑𝑥3

𝑑𝓉
= −𝛿2𝑥3 +

𝑐2𝛽𝑥1𝑥3

1+𝑏2𝑥3
− 𝑑2𝑥2𝑥3    

 

It is considered that the first and second predator species, respectively are compotation for food and other 

essential resources such as shelter and water sources. 

Where  

 𝑥1(𝓉) =  𝑥1 is the prey population size at time t . 

 𝑥2(𝓉) = 𝑥2, 𝑥3(𝑡) = 𝑥3, are the population size of the first and second predator species at time t ,the 

prey grows logistically in the absence of the predator, in the same way that the predator declines 

directly in the absence of the prey. 

 𝑟, 𝑘 are respectively the growth rate and the environmental carrying capacity of the prey species. 

 𝑑1, 𝑑2 are the predator death rates. 

 𝛿1, 𝛿2 are the rates at which the growth rate of the first predator is annihilated by the second predator 

and vice versa. 

 𝑐1, 𝑐2 are the conversion factor denoting the number of newly born of the first and second predator for 

each captured prey species respectively (0 < 𝑐1 ,  𝑐2 < 1). 

 𝛽, 𝛾 are the maximum number of the prey that can be eaten by the first and second predator per unit 

time respectively, 
1

𝑎
 is the half saturation rate of the first predator. 

 𝑏1, 𝑏2 measure the coefficients of their mutual interference among the first and second predator 

respectively. 

 The term 
𝛾𝑥1𝑥2

𝑎+𝑥1+𝑏1𝑥2
 is the Beddington –De Angelis functional response of the first predator. 

 The term 
𝑐2𝛽𝑥1𝑥3

1+𝑏2𝑥3
 is the Holling type II functional response of the second predator. 

 
𝛾

𝑎
  The maximum number of prey can be eaten by the first predator. 

 
𝛽

𝑏2
 The maximum number of prey can be eaten by the second predator. 

Where  𝑟, 𝑘, 𝑑1, 𝑑2, 𝛿1, 𝛿2, 𝛽, 𝛾, 𝑏1, 𝑏2 are all positive real numbers and 𝑎 > 0.   

 

The next step is number of parameters and specify the control set of parameters reduced, so in order to simplify 

the system, the following dimensionless variables and parameters are used:   

 

 𝑆 =
𝑥1

𝑘
,    𝑃1 =

𝛿𝑥2

𝑟𝑘
,   𝑃2 =

𝛽𝑥3

𝑟𝑘
, 𝑡 = 𝑟𝓉 ,    

𝑑𝑥1

𝑑𝓉
= 𝑟𝑘

𝑑𝑆

𝑑𝑡
 ,    

𝑑𝑃1

𝑑𝑡
=

𝛾

𝑟2𝑘

𝑑𝑥2

𝑑𝓉
 ,      

𝑑𝑃2

𝑑𝑡
=

𝛽

𝑟2𝑘

𝑑𝑥3

𝑑𝓉
 , 𝐴1 =

𝑎

𝑘
 , 𝜖1 =

𝑏1𝑟

𝛾
 , 𝐴2 =

1

𝑘
 , 𝜖2 =

𝑏2𝑟

𝛽
 , 𝜃1 =

𝛿1

𝛾
 , 𝜆1 =

𝛾𝑐1

𝑟
 , 𝛼1 =

𝑑1𝑘

𝛽
 , 𝜃2 =

𝛿2

𝑟
, 𝜆2 =

𝛽𝑐2

𝑟
, 𝛼2 =

𝑑2𝑘

𝛾
       

 

Then the system (1) reduces the following dimensionless system: 

 

                 
𝑑𝑆

𝑑𝑡
=

𝑆

𝑆+1
−

𝑆𝑃1

𝐴1+𝑆+𝜖1𝑃1
−

𝑆𝑃2

𝐴2+𝜖2𝑃2
   

                
𝑑𝑃1

𝑑𝑡
= −𝜃1𝑃1 + 𝜆1

𝑆𝑃1

𝐴1+𝑆+𝜖1𝑃1
− 𝛼1𝑃1𝑃2                                    (2) 

                
𝑑𝑃2

𝑑𝑡
= −𝜃2𝑃2 + 𝜆2

𝑆𝑃2

𝐴2+𝜖2𝑃2
− 𝛼2𝑃1𝑃2  

 

Where 𝑆(0) ≥ 0, 𝑃1(0) ≥ 0, 𝑃2(0) ≥ 0,are the evident that the number of parameters reduced from thirteen  

in the system (1) to ten in the system (2).  

 

3. Existence and positive invariance  

In this section the local existence and uniqueness of system (2) will be demonstrate 
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For 𝑡 > 0 letting  𝑋 = (𝑆, 𝑃1, 𝑃2)
𝑇  and 𝐹 = (𝑓1, 𝑓2, 𝑓3)

𝑇, such that 𝐹:ℝ3 → ℝ3, then system (2) can be 

written as 𝑋′ = 𝐹, here 𝑓𝑖 ∈ 𝐶∞, for 𝑖 = 1,2,3, where  
 

             𝑓1 = 
𝑆

𝑆+1
−

𝑆𝑃1

𝐴1+𝑆+𝜖1𝑃1
−

𝑆𝑃2

𝐴2+𝜖2𝑃2
 

             𝑓2 = −𝜃1𝑃1 + 𝜆1
𝑆𝑃1

𝐴1+𝑆+𝜖1𝑃1
− 𝛼1𝑃1𝑃2                                               (3) 

             𝑓3 = −𝜃2𝑃2 + 𝜆2
𝑆𝑃2

𝐴2+𝜖2𝑃2
− 𝛼2𝑃1𝑃2 

Clearly, the interaction functions in the system (2) are continuous and have continuous partial derivative on 

the positive three dimensional space ℝ+
3 = {(𝑆, 𝑃1, 𝑃2): 𝑆(0) ≥ 0, 𝑃1(0) ≥ 0, 𝑃2(0) ≥ 0}. Therefore these 

functions are Lipschitzian [13] over ℝ+
3  and the system (2.3) has a unique solution see [3],[8],[11] 

 

Theorem1.  The solution of system (2) are uniformly bounded over  X = {( S , 𝑃1, 𝑃2) ∈ℝ+
3 ; 𝑤(𝑡) ≤

𝜌

𝜇
 }. 

 Proof: From the first equation of the system (2), we observed that: 

 
𝑑𝑆

𝑑𝑡
≤ 

𝑆

𝑆+1
 

then by solving the above differential inequality we obtained that   lim
𝑡→∞

𝑠𝑢𝑝 𝑆 ≤ 1. Now assume 

that  𝑊(𝑡) = 𝑆(𝑡) +
𝑃1(𝑡)

𝜆1
+

𝑃2(𝑡)

𝜆2
 ,where W is the total population, we get that 

  
𝑑𝑊

𝑑𝑡
=

𝑑𝑆

𝑑𝑡
+

1

𝜆1

𝑑𝑃1

𝑑𝑡
+

1

𝜆2

𝑑𝑃2

𝑑𝑡
  which gives  

𝑑𝑊

𝑑𝑡
≤

𝑆

𝑆+1
−

𝜃1

𝜆1
𝑃1 −

𝜃2

𝜆2
𝑃2 ,by simplifying the last differential 

inequality  and substituting W, we conclude 

 

     
𝑑𝑊

𝑑𝑡
≤

𝑆

𝑆+1
− 𝜇𝑊                                                              (4)   

 where  𝜇 = min {1, 𝜃1, 𝜃2}, yields   
𝑑𝑤

𝑑𝑡
+ 𝜇𝑤 ≤

𝑆

𝑆+1
, finally  by solving the differential inequality (4)  we 

obtain that 𝑤(𝑡) ≤ max {𝑤(𝑡0),
𝜌

𝜇
}  and    sup𝑤(𝑡) ≤

𝜌

𝜇𝑡→∞
𝑙𝑖𝑚  , hence all solutions of the system (2) are 

bounded over   Ω = {(𝑆 , 𝑃1, 𝑃2)  ∈ ℝ+
3 ;  𝑆(0)  >  0, 𝑃1(0)  >  0, 𝑃2(0) > 0}. 

 

 

4. Equilibrium Points and their feasibility 

 

 The system (2) has five equilibrium points as the following: 

The equilibrium points 𝐸0 = (0,0,0)  , 𝐸1 = (1,0,0)  are always feasible. 

The first planer equilibrium point is 𝐸2 = (𝑆2, 𝑃12, 0) , where 𝑆2 is a unique positive root, see [10] for the 

quadratic equation 

                            (1 −
𝜆1

𝜃1
)𝑆2

2 + (1 + 𝐴1 + 𝜆1
(∈1−1)

𝜃1
) 𝑆2 + 1 = 0                                (5) 

 while                 𝑃12 =
𝜆1

𝜃1
 (

𝑆2

𝑆2+1
)                                                                                  (6) 

 The equilibrium point 𝐸2 exists uniquely in the interior of the positive quadrant of 𝑆2𝑃12_ plan provided 

that the following sufficient condition holds      

                    (1 + 𝐴1 + 𝜆1
(∈1−1)

𝜃1
) − √2(1 −

𝜆1

𝜃1
)   > 0                                                 (7)    

 

The second planer equilibrium point is 𝐸3 = (𝑆3, 0, 𝑃23)  where 𝑆3 is a unique positive root, see [10] for the 

quadratic equation 

                           
𝜆2

𝜃2
𝑆3

2 + (
𝜆2

𝜃2
−

𝜖2𝜆2

𝜃2
− 𝐴2) 𝑆3 − 𝐴2 = 0                                               (8) 

 while               𝑃23 =
𝜆2

𝜃2
(

𝑆3

𝑆3+1
)                                                                                    (9) 

 The equilibrium point 𝐸3 exists uniquely in the interior of the positive quadrant of  𝑆3𝑃23 _ plan provided 

that the follwoing sufficient condition holds      
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𝜆2

𝜃2
−

𝜖2𝜆2

𝜃2
− 𝐴2 − 2√

𝐴2𝜆2

𝜃2
> 0.                                                                             (10) 

The last equilibrium point  𝐸4 = 𝐸∗ = (𝑆∗, 𝑃1
∗, 𝑃2

∗) which exists if the component 𝑃2
∗ is a positive root of the 

equation  

 

𝑀1𝑃2
∗5

+ 𝑀2𝑃2
∗4

+ 𝑀3𝑃2
∗3

+ 𝑀4𝑃2
∗2

+ 𝑀5𝑃2
∗ + 𝑀6 = 0                                     (11) 

 

While  𝑃1
∗ =

1

𝛼2
(𝜃2 − 𝜆2

𝑆∗

𝐴2+𝜖2𝑃2
∗)                                                                           (12) 

and 𝑆∗ =
(𝜃1𝛼2𝜖2𝐴1−𝛼1𝛼2𝐴1𝐴2)𝑃2

∗−𝛼2𝛼1𝐴1𝜖2𝑃2
  ∗ 2+𝜃1𝛼2𝐴1𝐴2

𝛼1𝛼2𝐴2𝑃2
∗+𝛼1𝛼2𝜖2𝑃2

  ∗ 2−(𝜃1+𝜆1)𝛼2𝐴2−(𝜃1+𝜆1)𝛼2𝜖2𝑃2
∗                        (13) 

According to Descarte's rule, see [4] of sign equation (11) has three positive real roots in ℝ+
3   under the 

following conditions : 

𝑀1 > 0, 𝑀2 < 0, 𝑀3 > 0,   𝑀4 > 0,    𝑀5 > 0,    𝑀6 < 0  

and 𝐸∗ exist. 

Where  

𝑀1 = 𝐹5𝐾4
2 + 𝐹3𝐾1

2 − 𝐹1𝐾1𝐾4  

 𝑀2 = (𝐾1(𝐾2𝐾4 − 𝐾1𝐾5) + 𝐹2𝐾1𝐾4 − 2𝐹3𝐾1𝐾2 − 𝐹4𝐾1
2 + 2𝐾4𝐾5𝐹5 − 𝐹6𝐾4

2)   

𝑀3 = (𝐹1(𝐾2𝐾5 − 𝐾1𝐾6 + 𝐾3𝐾4) + 𝐹2(𝐾1𝐾4 − 𝐾1𝐾5) + 𝐹3(𝐾2
2 − 2𝐾1𝐾3) + 2𝐹4𝐾1𝐾2 + 𝐹5(𝐾5

2 +
2𝐾4𝐾6) − 2𝐹6𝐾4𝐾5), 

𝑀4 = (𝐹1(𝐾2𝐾6 + 𝐾3𝐾5) + 𝐹2(𝐾2𝐾5 − 𝐾1𝐾6 + 𝐾3𝐾4) + 2𝐾2𝐾3𝐹3 − 𝐹4(𝐾2
2 − 2𝐾1𝐾3) + 2𝐾5𝐾6𝐹5 −

2𝐹6(𝐾5
2 + 2𝐾4𝐾6))  

 𝑀5 = (𝐾3𝐾6𝐹1 + 𝐹2(𝐾2𝐾6 + 𝐾3𝐾5) + 𝐹3𝐾3
2 − 2𝐾2𝐾3𝐹4 + 𝐾6

2𝐹5 − 2𝐹6𝐾5𝐾6) 

𝑀6 = 𝐹2𝐾3𝐾2 − 𝐾3
2𝐹4 − 𝐾6

2𝐹6  

𝐾1 = 𝛼1𝛼2𝐴1𝜖2,   𝐾2 = 𝜃1𝛼2𝜖2𝐴1 − 𝛼1𝛼2𝐴1𝐴2 − 𝜃2𝜖2,    𝐾3 = 𝜃1𝛼2𝐴1𝐴2 − 𝜃2𝐴2,      𝐾4 = 𝛼1𝛼2𝜖2,    𝐾5 =

𝛼1𝛼2𝐴2 − (𝜃1 + 𝜆1)𝛼2𝜖2,   𝐾6 = (𝜃1 + 𝜆1)𝛼2𝐴2 + 𝜆2,    𝐹1 =
−𝜃2

𝛼2

𝛼1

𝜆1
+

𝛼1

𝜆1

𝜆2

𝛼2
+

𝜃2

𝜆2
,   𝐹2 = 1 +

𝜃1

𝜆1

𝜃2

𝛼2
+

𝜃1

𝜆1

𝜆2

𝛼2
−

𝜃2

𝜆2
,    𝐹3 = 1 −

𝛼1

𝜆1

𝜆2

𝛼2
, 𝐹4 =

𝜃1

𝜆1

𝜆2

𝛼2
,    𝐹5 = 1 +

𝜃2

𝛼2

𝛼1

𝜆1
− 2

𝜃2

𝜆2
,    𝐹6 = −

𝜃1

𝜆1

𝜃2

𝛼2
 . 

 

5.Local Stability of Equilibrium points  

  In this section, we analyze local stability for each equilibrium point of the system (2) The Jacobian matrix 

of the system (2) at any point (S, P1, P2) is defined as: 

 𝐽 = 𝐷𝑓(𝑋) =   [𝐶𝑖𝑗]3×3
                                                         (14)                                                                         

  which is given as follows: 

𝑐11 =
1

(𝑆+1)2
−

(𝐴1+∈1𝑃1)𝑃1

(𝐴1+𝑆+∈1𝑃1)2
−

𝑃2

𝐴2+∈2𝑃2
 , 𝑐12 =

−𝑆(𝐴1+𝑆)

(𝐴1+𝑆+∈1𝑃1)2
 , 𝑐13 =

−𝐴2𝑆

(𝐴2+∈2𝑃2)2
 , 𝑐21 = 𝜆1

𝑃1(𝐴1+∈1𝑃1)

(𝐴1+𝑆+∈1𝑃1)2
 

 𝑐22 = −𝜃1 + 𝜆1
𝑆(𝐴1+𝑆)

(𝐴1+𝑆+∈1𝑃1)2
− 𝛼1𝑃2 , 𝑐23 = −𝛼1𝑃1 , 𝑐31 = −𝜆2

𝑃2

(𝐴2+∈2𝑃2)
 , 𝑐32 = −𝛼2𝑃2 , 𝑐33 = −𝜃2 +

𝜆2
𝑆𝐴2

(𝐴2+∈2𝑃2)2
− 𝛼2𝑃1  

  Local stability of 𝐸0: the eigenvalues of the jacobian matrix J0 are 1,-𝜃1 𝑎𝑛𝑑 − 𝜃2. Therefore 

𝐸0  𝑖𝑠 𝑢𝑛𝑠𝑡𝑎𝑏𝑙𝑒 actually it is a saddle point. 

    𝐽0 = 𝐷𝑓(𝐸0) = [
1 0 0
0 −𝜃1 0
0 0 −𝜃2

]                          (15)             

Local stability of 𝐸1: the eigenvalues of the Jacobian matrix  𝐽1  are 
1

4
, −𝜃1 + 𝜆1

1

(𝐴1+1)
 and −𝜃2 + 𝜆2

1

𝐴2
. 

Therefore 𝐸1 is unstable clearly it is a saddle point                                                
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   𝐽1 = 𝐷𝑓(𝐸1) =

[
 
 
 
 
1

4
−[

1

(𝐴1+1)
] −

1

𝐴2

0 −𝜃1 + 𝜆1
1

(𝐴1+1)
0

0 0 −𝜃2 + 𝜆2
1

𝐴2]
 
 
 
 

                (16) 

                                               

Local stability of 𝐸2: The characteristic equation  of the Jacobian matrix 𝐽2 = 𝐷𝑓(𝑋) =   [𝑎𝑖𝑗]3×3
, where  

λ3 + Ω1𝜆
2 + Ω2𝜆 + Ω3 = 0 , where Ω1 = −[𝑎11 + 𝑎22 + 𝑎33] , Ω2 = 𝑎11𝑎22 − 𝑎21𝑎12 + 𝑎11𝑎33 + 𝑎22𝑎33 

and Ω3 = −𝑎33(𝑎11𝑎22 − 𝑎21𝑎12), the [𝑎𝑖𝑗]3×3
elements are  𝑎11 =

1

(𝑆2+1)2
−

𝑃12(𝐴1+∈1𝑃12)

(𝐴1+𝑆2+∈1𝑃12)2
 ,    𝑎12 =

𝑆2(𝐴1+𝑆2)

(𝐴1+𝑆2+∈1𝑃12)2
 ,            𝑎13 = −

S2

A2
,    a21 = 𝜆1

𝑃12(𝐴1+∈1𝑃12)

(𝐴1+𝑆2+∈1𝑃12)2
,  𝑎22 = −θ1 + 𝜆1

𝑆2(𝐴1+𝑆2)

(𝐴1+𝑆2+∈1𝑃12)2
,   𝑎23 =

−α1P12,  a31 = 0,        a32 = 0,    a33 = −θ2 + 𝜆2
S2

A2
− α2P12,  hence by Routh-Hurwitz criterion [14] E2 is 

locally asymptotically stable if Ω1 > 0, Ω3 > 0 𝑎𝑛𝑑 ∆> 0 where ∆= Ω1Ω2 − Ω3 = −𝑎11
2 (𝑎22 + 𝑎33) −

𝑎22
2 (𝑎11 + 𝑎33) − 𝑎33

2 (𝑎11 + 𝑎22) − 2𝑎11𝑎22𝑎33 + 𝑎21𝑎12(𝑎11 + 𝑎22), so that E2 is locally asymptotically 

stable point if   

𝑎11 < 0,    𝑎22 < 0,       𝑎33 < 0, that is: 

 
1

(𝑆2+1)2
<

𝑃12(𝐴1+∈1𝑃12)

(𝐴1+𝑆2+∈1𝑃12)2
                                                               (17) 

 

θ1 <
𝑆2(𝐴1+𝑆2)

(𝐴1+𝑆2+∈1𝑃12)2
                                                                      (18) 

 

 θ2 < 𝜆2
S2

A2
− α2P12                                                                     (19) 

 

Local  stability of 𝐸3: The characteristic equation  of the jacobian matrix 𝐽3 = 𝐷𝑓(𝑋) =   [𝑏𝑖𝑗]3×3
                 

is  λ3 + Ψ1𝜆
2 + Ψ2𝜆 + Ψ3 = 0 , where Ψ1 = −[𝑏11 + 𝑏22 + 𝑏33] , Ψ2 = 𝑏11𝑏22 − 𝑏31𝑏13 + 𝑏11𝑏33 +

𝑏22𝑏33 and Ψ3 = −𝑏22(𝑏11𝑏33 − 𝑏31𝑏13),  the [𝑏𝑖𝑗]3×3
 elements are 𝑏11 =

1

(𝑆3+1)2
−

𝑃23

𝐴2+𝜖2𝑃23
 ,𝑏12 =

−𝑆3

(𝐴1+𝑆3)
, 

𝑏13 =
−𝑆3𝐴2

(𝐴2+∈2𝑃23)2
, 𝑏21 = 0,  𝑏22 = −𝜃1 + 𝜆1

𝑆3

(𝐴1+𝑆3)
− 𝛼1𝑃23, 𝑏23 = 0, 𝑏31 = 𝜆2

𝑃23

𝐴2+𝜖2𝑃23
, 𝑏32 = −𝛼2𝑃32, 

𝑏33 = −𝜃2 + 𝜆2
𝑆3𝐴2

(𝐴2+∈2𝑃23)2
,  so by Routh-Hurwitz criterion E3 is locally asymptotically stable if Ψ1 >

0, Ψ3 > 0 𝑎𝑛𝑑 ∆> 0 where ∆= Ψ1Ψ2 − Ψ3 = −𝑏11
2 (𝑏22 + 𝑏33) − 𝑏22

2 (𝑏11 + 𝑏33) − 𝑏33
2 (𝑏11 + 𝑏22) −

2𝑏11𝑏22𝑏33 + 𝑏31𝑏13(𝑏11 + 𝑏33), thus E2 is locally asymptotically stable if 𝑏11 < 0, 
𝑏22 < 0, 𝑏33 < 0 , that is  

    
1

(𝑆3+1)2
<

𝑃23

𝐴2+𝜖2𝑃23
                                           (20) 

   

   𝜃1 < 𝜆1
𝑆3

(𝐴1+𝑆3)
− 𝛼1𝑃23                                  (21) 

      

  𝜃2 < 𝜆2
𝑆3𝐴2

(𝐴2+∈2𝑃23)2
                               (22) 

 

Local stability of E*. Let 𝐽∗ =  𝐽 = 𝐷𝑓(𝑋) = 𝐷𝑓(𝐸
∗) =  [𝐶𝑖𝑗]3×3

     as shown in (15) (After 

substituting  𝑆 𝑤𝑖𝑡ℎ 𝑆∗, 𝑃1 𝑤𝑖𝑡ℎ 𝑃1
∗ 𝑎𝑛𝑑 𝑃2 𝑤𝑖𝑡ℎ 𝑃2

∗) 

 

Theorem 2. The system (2) is locally asymptotically stable around the equilibrium point  

E*=(𝑆∗, 𝑃1
∗, 𝑃2

∗) = (S,P1,P2),  if the following conditions are satisfied : 
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1

(𝑆+1)2
<

(𝐴1+∈1𝑃1)

(𝐴1+𝑆+∈1𝑃1)2
+

𝑃2

𝐴2+∈2𝑃2
                               (23) 

 

                      𝜃1 < 𝜆1
𝑆(𝐴1+𝑆)

(𝐴1+𝑆+∈1𝑃1)2
− 𝛼1𝑃2                            (24)  

 

                   𝜃2 < 𝜆2
𝑆𝐴2

(𝐴2+∈2𝑃2)2
− 𝛼2𝑃1                                                  (25)             

 

Proof: Let us define the characteristic equation of the Jacobian matrix  𝐽∗ = 𝐷𝑓(𝐸
∗) = (𝑐𝑖𝑗)3×3 = 𝐷𝑓 (𝑋) as 

𝛬3 + Θ1𝛬
2 + Θ2𝛬 + Θ3 = 0 , where Θ1 = −[𝑐11 + 𝑐22 + 𝑐33] , Θ2 = 𝑐11𝑐22 − 𝑐21𝑐12 − 𝑐31𝑐13 + 𝑐11𝑐33 +

𝑐22𝑐33 − 𝑐32𝑐23 and Θ3 = −𝑐33(𝑐11𝑐22 − 𝑐21𝑐12) − 𝑐12𝑐23𝑐31 − 𝑐13𝑐21𝑐32  + 𝑐13𝑐22𝑐31 + 𝑐11𝑐23𝑐32 , so by 

( Routh-Hurwitz ) criterion 𝐸∗ is locally asymptotically stable if Θ1 > 0, Θ3 > 0 𝑎𝑛𝑑 ∆ > 0  
where ∆= Θ1Θ2 − Θ3 = −(𝑐11 + 𝑐22 + 𝑐33)[𝑐11𝑐22 − 𝑐21𝑐12 + 𝑐11𝑐33 + 𝑐22𝑐33 − 𝑐31𝑐13 − 𝑐32𝑐23] +
𝑐33(𝑐11𝑐22 − 𝑐21𝑐12) + 𝑐12𝑐23𝑐31 + 𝑐13𝑐21𝑐32 − 𝑐13𝑐22𝑐31 − 𝑐11𝑐23𝑐32. 

So  𝐸∗ is locally asymptotically stable if 𝑐11 < 0, 𝑐22 < 0, 𝑐33 < 0 , that is: (23) ,(24) and (25) holds. 

Therefore, the prove is complete. 
 

 

6.Global Stability  

 In this subsection, the global stability is studied for each locally stable equilibrium point using a suitable 

Lyapunov function [15] that is given in the following theorems: 

Theorem 3 .  Assume that the equilibrium point  𝐸2 = (𝑆2, 𝑃12, 0) is locally asymptotically stable in ℝ3 . 

Then it is globally asymptotically stable that satisfy the following conditions are satisfied: 

(𝑃1−𝑃12)

𝐴1+𝑆+∈1𝑃1
+

𝑃2

𝐴2+∈2𝑃2
>

1

(𝑆−𝑆2)+1
                            (26) 

 𝜃1 + 𝛼1𝑃2 >
𝜆1(𝑆−𝑆2)

𝐴1+(𝑆−𝑆2)+∈1(𝑃1−𝑃12)
                        (27) 

 𝜃2 + 𝛼2(𝑃1 − 𝑃12) >
𝜆2(𝑆−𝑆2)

𝐴2+∈2𝑃2
                              (28) 

Proof.  Applying suitable Lyapunov function at  𝐸2 = (𝑆2, 𝑃12, 0) we get:    

  𝑊2 =
(𝑆−𝑆2)2

2
+

(𝑃1−𝑃12)2

2
+ 𝑃2                              (29) 

Clearly 𝑊2(𝑆, 𝑃1, 𝑃2) > 0  is a continuously differentiable real valued function for all (𝑆, 𝑃1, 𝑃2)  ∈ ℝ3with 

(𝑆, 𝑃1, 𝑃2) ≠ (𝑆2, 𝑃12, 0) and 𝑊2(𝑆2, 𝑃12, 0) = 0 , moreover we have that 
𝑑𝑊2

𝑑𝑡
= (𝑆 − 𝑆2)

𝑑𝑆

𝑑𝑡
+ (𝑃1 −

𝑃12)
𝑑𝑃2

𝑑𝑡
+

𝑑𝑃2

𝑑𝑡
 we get by Substituting 

𝑑𝑆

𝑑𝑡
, 

𝑑𝑃1

𝑑𝑡
 and 

𝑑𝑃2

𝑑𝑡
 from (2) we get   

𝑑𝑊2

𝑑𝑡
= (𝑆 − 𝑆2) [

(𝑆−𝑆2)

(𝑆−𝑆2)+1
−

(𝑆−𝑆2)(𝑃1−𝑃12)

𝐴1+(𝑆−𝑆2)+∈1(𝑃1−𝑃12)
−

(𝑆−𝑆2)𝑃2

𝐴2+∈2𝑃2
 ] + (𝑃1 − 𝑃12) [−𝜃1(𝑃1 − 𝑃12) + 𝜆1

(𝑆−𝑆2)(𝑃1−𝑃12)

𝐴1+(𝑆−𝑆2)+𝜖1(𝑃1−𝑃12)
− 𝛼2𝑃2(𝑃1 −

𝑃12) ] − 𝜃2𝑃2 + 𝜆2
(𝑆−𝑆2)𝑃2

𝐴2+∈2𝑃2
− 𝛼1(𝑃1 − 𝑃12)𝑃2 

Now straightforward computations give 

                        
𝑑𝑊2

𝑑𝑡
≤ −𝜏1(𝑆 − 𝑆2)

2 − 𝜏2(𝑃1 − 𝑃12) − 𝜏3𝑃2 
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Where             𝜏1 =
(𝑃1−𝑃12)

𝐴1+𝑆+∈1𝑃1
+

𝑃2

𝐴2+∈2𝑃2
−

1

(𝑆−𝑆2)+1
  

                        𝜏2 = 𝜃1 + 𝛼1𝑃2 −
𝜆1(𝑆−𝑆2)

𝐴1+(𝑆−𝑆2)+∈1(𝑃1−𝑃12)
 

                       𝜏3 = 𝜃2 + 𝛼2(𝑃1 − 𝑃12) >
𝜆2(𝑆−𝑆2)

𝐴2+∈2𝑃2
  

  

So according to conditions (26), (27) and (28) we guarantee 
𝑑𝑊2

𝑑𝑡
< 0 

Hence E2 is globally asymptotically stable 

As the same we could proof that 𝐸3 = (𝑆3, 0, 𝑃23) is globally asymptotically stable. 

Theorem 4. Assume that the equilibrium 𝐸∗ = (𝑆∗, 𝑃1
∗, 𝑃2

∗) point is locally asymptotically stable in ℝ3.  

Then it is globally asymptotically stable if the following conditions are satisfied: 

                      
(𝑃1−𝑃1

∗)

𝐴1+(𝑆−𝑆∗)+𝜖1(𝑃1−𝑃1
∗)

+
(𝑃2−𝑃2

∗)

𝐴2+𝜖2(𝑃2−𝑃2
∗)

>
1

(𝑆−𝑆∗)+1
                                          (30) 

                      𝜃1 + 𝛼1(𝑃2
− 𝑃2

∗) > 𝜆1
(𝑆−𝑆∗)

𝐴1+(𝑆−𝑆∗)+𝜖1(𝑃1−𝑃1
∗)

                                          (31)                                         

                     𝜃2 + 𝛼2(𝑃1 − 𝑃1
∗) >  𝜆2

(𝑆−𝑆∗)

𝐴2+𝜖2(𝑃2−𝑃2
∗)

0                                                 (32) 

Proof. Consider the following chosen Lyapunov function: 

  𝐖∗ =
(𝐒−𝐒∗)

𝟐
+

(𝐏𝟏−𝐏𝟏
∗)

𝟐
+

(𝐏𝟐−𝐏𝟐
∗)𝟐

𝟐
                                          (33) 

where 𝑊∗is a function of (S*,P1
*,P2

* ) and W * > 0,  Now by differentiating W* with respect to time t , gives 

that : 

 
𝑑𝑊∗

𝑑𝑡
= (𝑆 − 𝑆∗)

𝑑𝑆

𝑑𝑡
+ (𝑃1 − 𝑃1

∗)
𝑑𝑃1

𝑑𝑡
+ (𝑃2 − 𝑃2

∗)
𝑑𝑃2

𝑑𝑡
 

 
𝑑𝑊∗

𝑑𝑡
= (𝑆 − 𝑆∗) [

(𝑆−𝑆∗)

(𝑆−𝑆∗)+1
−

(𝑆−𝑆∗)(𝑃1−𝑃1
∗)

𝐴1+(𝑆−𝑆∗)+𝜖1(𝑃1−𝑃1
∗)

−
(𝑆−𝑆∗)(𝑃2−𝑃2

∗)

𝐴2+𝜖2(𝑃2−𝑃2
∗)
] + (𝑃1 − 𝑃1

∗) [−𝜃1(𝑃1 − 𝑃1
∗) +

𝜆1
(𝑆−𝑆∗)(𝑃1−𝑃1

∗)

𝐴1+(𝑆−𝑆∗)+𝜖1(𝑃1−𝑃1
∗)

− 𝛼1(𝑃1 − 𝑃1
∗)(𝑃2 − 𝑃2

∗)] + (𝑃2 − 𝑃2
∗) [−𝜃2(𝑃2 − 𝑃2

∗) + 𝜆2
(𝑆−𝑆∗)(𝑃2−𝑃2

∗)

𝐴2+𝜖2(𝑃2−𝑃2
∗)

−

𝛼2(𝑃1 − 𝑃1
∗)(𝑃2 − 𝑃2

∗)]  

After using the method of completing square and taking common factors of resulting algebraic terms and 

simplifying them, we get 

 
𝑑𝑊∗

𝑑𝑡
≤ −(𝑆 − 𝑆∗)2𝜉1 − (𝑃1 − 𝑃1

∗)2𝜉2 − (𝑃2 − 𝑃2
∗)2𝜉3 

 Where 

 𝜉1 =   
(𝑃1−𝑃1

∗)

𝐴1+(𝑆−𝑆∗)+𝜖1(𝑃1−𝑃1
∗)

+
(𝑃2−𝑃2

∗)

𝐴2+𝜖2(𝑃2−𝑃2
∗)

−
1

(𝑆−𝑆∗)+1
 

 𝜉2 = 𝜃1 + 𝛼1(𝑃2
− 𝑃2

∗) − 𝜆1
(𝑆−𝑆∗)

𝐴1+(𝑆−𝑆∗)+𝜖1(𝑃1−𝑃1
∗)
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 𝜉3 = 𝜃2 + 𝛼2(𝑃1 − 𝑃1
∗) − 𝜆2

(𝑆−𝑆∗)

𝐴2+𝜖2(𝑃2−𝑃2
∗)

 

So according to conditions (30), (31)  and (32)  we guarantee 
𝑑𝑊∗

𝑑𝑡
< 0 

Therefore 𝐸∗ is globally asymptotically stable. 

 

7. Bifurcation Analyses   

 The occurrence of local bifurcation is well known that non-hyperbolic equilibrium point property is a 

necessary but not sufficient condition for the occurrence of bifurcation around that point. In the following 

theorems, the candidate bifurcation parameter is selected so that the equilibrium point under study will be a 

non-hyperbolic point ,we study in this section the local bifurcation for the equilibrium point by applying the 

Sotomayor’s  theorem [16] ,while  E* is selected to analyze  the Hopf –bifurcation[17] occurrence around 

certain parameter 𝜆2. 

Theorem 5. The system (2) has a transcretical bifurcations and pitchfork bifurcation but not saddle node 

bifurcation can occur near the equilibrium point 𝐸2  passes through the parameter 𝜃2
∗ = 𝜆2

𝑆2

𝐴2
− 𝛼2𝑃12. 

Proof. It is easy to verify that the Jacobain matrix of system (2) at (𝐸2, 𝜃2
∗) can be written as   

  𝐽2
𝜃2

∗

= [
𝑌1 −𝑌3 −

𝑆2

𝐴2

𝑌2 𝑌4 −𝛼1𝑃12

0 0 0

] where 𝑌1 =
1

(𝑆2+1)2
−

𝑃12(𝐴1+∈1𝑃12)

(𝐴1+𝑆2+∈1𝑃12)2
  , 𝑌2 = 𝜆1

𝑃12(𝐴1+∈1𝑃12)

(𝐴1+𝑆2+∈1𝑃12)2
, 

 𝑌3 =
𝑆2(𝐴1 + 𝑆2)

(𝐴1 + 𝑆2+∈1 𝑃12)2
, 𝑌4 = −θ1 + 𝜆1

𝑆2(𝐴1 + 𝑆2)

(𝐴1 + 𝑆2+∈1 𝑃12)2
 

Clearly, the third eigenvalue 𝜍3𝑃2
 in the 𝑃2 direction is zero while the first  eigenvalue 𝜍1 =

1

(𝑆2+1)2
−

𝑃12(𝐴1+∈1𝑃12)

(𝐴1+𝑆2+∈1𝑃12)2
 < 0 and the second eigenvalue  𝜍2 = −θ1 + 𝜆1

𝑆2(𝐴1+𝑆2)

(𝐴1+𝑆2+∈1𝑃12)2
< 0 when conditions (5.4),(5.5) 

are satisfied respectively, further the eigenvector 𝑣 = (𝑣1, 𝑣2, 𝑣3)
𝑇 corresponding to  𝜍3𝑃2

 satisfies the 

following  𝐽2
𝜃2

∗

𝑣 = 𝜍 𝑣  then 𝐽2
𝜃2

∗

𝑣 = 0 we get  

 𝑌1𝑣1 − 𝑌3𝑣2 −
𝑆2

𝐴2
𝑣3 = 0                                      (34)              

𝑌2𝑣1 + 𝑌4𝑣2 − 𝛼1𝑃12𝑣3 = 0                                 (35) 

so by solving   the above system of equations we get  𝑣1 = 𝑂1𝑣3 and 𝑣2 = 𝑂2𝑣3, where v3 is a nonzero value 

number and 𝑂1 =
𝑌4

𝑆2
𝐴2

+𝛼1𝑃1𝑌3

𝑌4𝑌1+𝑌3𝑌2
 , 𝑂2 =

𝑌1𝑂1−
𝑆2
𝐴2

𝑌3
 , thus : 

𝑣 = [
𝑂1𝑣3

𝑂2𝑣3

𝑣3

] , similarly we take the eigenvector 𝜔 = (𝜔1, 𝜔2, 𝜔3)
𝑇 corresponding to the eigenvalue  𝜍3𝑃2

 of 

[ 𝐽2
𝜃2

∗

]𝑇 can be written as  
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[

𝑌1 𝑌2 0
−𝑌3 𝑌4 0

−
𝑆2

𝐴2
−𝛼1𝑃12 0

] [

𝜔1

𝜔2

𝜔3

] = 0, we get  𝜔 = (0,0, 𝜔3)
𝑇                                  (36) 

  Here 𝜔3is any nonzero real number. 

Now rewrite the system in vector form as 
𝑑𝑥

𝑑𝑡
= 𝑓(𝑋) where  𝑋 = (𝑆, 𝑃1, 𝑃2)

𝑇 , 𝑓 = (𝑓1, 𝑓2, 𝑓3)
𝑇  

And   
𝜕𝑓

𝜕𝜃2
∗ = 𝑓𝜃2

∗  , we get that 𝑓𝜃2
∗ = [0,0, −𝑃2]

𝑇 obviously 𝑓𝜃2
∗(𝐸1, 𝜃2

∗) = [0,0,0]𝑇. Therefore                                                          

 𝜔𝑇𝑓𝜃2
∗(𝐸2, 𝜃2

∗) = 0                                         (37) 

Consequently, according to the Sotomayor theorem the system has no saddle-node bifurcation near E1 

through 𝜃2
∗, now in order to investigate the occurrence of the other types of bifurcation , the derivative of 

𝑓𝜃2
∗  with respect to vector X  say 𝐷𝑓𝜃2

∗(𝐸1, 𝜃2
∗) is computed   

𝐷𝑓𝜃2
∗(𝐸1, 𝜃2

∗) = [
0 0 0
0 0 0
0 0 −1

]  And     𝜔𝑇𝐷𝑓𝜃2
∗(𝐸1, 𝜃2

∗)𝑣′ = −𝑣3𝑤3 ≠ 0 

Again, according to Sotomayor theorem if in addition to the above, the following holds  

                                              𝜔𝑇[𝐷2𝑓𝜃2
∗(𝐸1, 𝜃2

∗)(𝑣′, 𝑣′)] ≠ 0                                   (38) 

And                                  𝜔𝑇[𝐷3𝑓𝜃2
∗(𝐸1, 𝜃2

∗)(𝑣′, 𝑣′, 𝑣′)] ≠ 0                                   (39) 

Then the system (2) has a transcritical bifurcation and pitchfork bifurcation at 𝐸2. 

 

8. Hopf-bifurcation.  

Theorem 10. The equilibrium point E* of the system(2) has no Hopf-bifurcation around the parameter 𝜆1. 

Proof.  According to the local stability analysis of system (2) at E*, we have that the coefficients of the 

characteristic equation Θ𝑖; 𝑖 = 1,2,3 are positive provided that  

 Λ3 + Θ1Λ
2 + Θ2Λ + Θ3 = 0                                                     (40) 

However, Δ = Θ1Θ2 − Θ3 is positive provided that 𝑐22 < 0 in  𝐽∗ 

That is    −𝜃1 + 𝜆1
𝑆(𝐴1+𝑆)

(𝐴1+𝑆+∈1𝑃1)2
− 𝛼1𝑃2 < 0    and hence there is no Hopf- bifurcation in this case. 

Now suppose that  Δ = Θ1Θ2 − Θ3 = 0 then according to [17] there is possibility to occurrence of Hopf -

bifurcation  if and only if the Jacobian matrix of system (2) near E* has two complex conjugate eigenvalues , 

say 𝜅𝑖 = 𝜌1 ± 𝑖𝜌2 with the third eigenvalue is real and negative , in addition, the following two conditions 

are held in specific  parameter say 𝑙 = 𝑙∗ and 

  𝜌1(𝑙
∗) = 0                                                                                 (41) 

 
𝑑𝜌1

𝑑𝑙
|𝑙=𝑙∗ ≠ 0                                                                               (42)  

Now from Δ = Θ1Θ2 − Θ3 = 0 we obtain that    
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 𝑀𝑐22
2 + 𝐵𝑐22 + 𝐶 = 0                                                                (43)    

 Where   

𝑀 = −(𝑐11 + 𝑐33)  is  > 0 ,  

𝐵 = ( −(𝑐11 + 𝑐33)
2 + 𝑐21𝑐12 + 𝑐32𝑐23)  , 

 𝐶 = (𝑐11 + 𝑐33)(𝑐13𝑐31 + 𝑐11𝑐33(𝑐11 + 𝑐33) + 𝑐11𝑐12𝑐21 + 𝑐33𝑐32𝑐23 + 𝑐13𝑐21𝑐32 + 𝑐12𝑐23𝑐31)  

Clearly for C < 0 we have two real roots of the equation (43) say  

𝑐22 =
−𝐵

2𝑀
±

√𝐵2−4𝑀𝐶

2𝑀
  , since 𝑐22 < 0, then we get 𝑐22 =

−𝐵

2𝑀
−

√𝐵2−4𝑀𝐶

2𝑀
  and hence  

  −𝜃1 + 𝜆1
𝑆(𝐴1+𝑆)

(𝐴1+𝑆+∈1𝑃1)2
− 𝛼1𝑃2 +

𝐵

2𝑀
+

√𝐵2−4𝑀𝐶

2𝑀
= 0                  (44) 

Which gives 𝑓(𝜆1
∗) = 0 𝑎𝑛𝑑 𝜆1 = 𝜆1

∗  represent a root of equation (44) consequently for  𝜆1 = 𝜆1
∗  we get 

Θ1Θ2 = Θ3 from which the characteristic equation can be written as  

    𝜌(Λ) = (Λ + Θ1)(Λ
2 + Θ2) = 0                                                (45) 

Hence, in such case 𝜆1 = 𝜆1
∗  the eigenvalues Λ1 = −Θ1 < 0 𝑎𝑛𝑑 Λ2,3 = ±𝑖√Θ2  so the first condition of 

Hopf-bifurcation is satisfied at 𝜆1 = 𝜆1
∗  that is 𝜌1(𝜆1

∗) = 0  while 𝜌2 = √Θ2 , that is  Λ2,3 = 𝜌1(𝜆1) ±

𝑖𝜌2(𝜆1) , substituting Λ = 𝜌1 + 𝑖𝜌2 in equation (45) we get after some algebraic computations  

                   Ŋ𝜌1
′ − ɸ𝜌2

′ = −Ɵ                                                                                      (46)                          

     where   
𝑑𝜌3(Λ)

𝑑𝜆1
= 𝜌3

′ (Λ)   

                  ɸ𝜌1
′ − Ŋ𝜌2

′ = −Г                                                                                       (47) 

Such that 

              Ŋ = 3𝜌1
2 + 2Θ1𝜌1 + Θ2 − 3𝜌2

2 

              ɸ = 6𝜌1𝜌2 + 2Θ1𝜌2                                                                                         (48)                 

              Ɵ = 𝜌1
2Θ1

′ + Θ2
′ 𝜌1 + Θ3

′ − Θ1
′ 𝜌2

2 

              Г = 2𝜌1𝜌2Θ1
′ + Θ2

′ 𝜌2 

Solving the linear system (46) and (47) for the unknowns 𝜌1
′ , 𝜌2

′  it is obtained that  

𝜌1
′ =

ŊƟ+Гɸ

Ŋ2+ɸ2   , 𝜌2
′ =

−ГŊ+Ɵɸ

Ŋ2+ɸ2   Hence, the second condition of Hopf-bifurcation will be reduced to verify that                          

   ŊƟ + Г ɸ ≠ 0                                                                                  (49) 

But Θ1
′ = −1  , Θ2

′ = 𝑐11 + 𝑐33 𝑎𝑛𝑑 Θ3
′ = −Θ2 + Θ1(𝑐11 + 𝑐33)   thus Ŋ =−2Θ2 , ɸ=2Θ1√Θ2  , Ɵ = 

Θ1(𝑐11 + 𝑐33) , Г =  (𝑐11 + 𝑐33)√Θ2   substituting in (49). we get  

ŊƟ + Г ɸ= 0. Hence system (2) does not undergo a Hopf-bifurcation through E*.  
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9. Numerical Analysis. 

  In this section, we studied the global dynamics of the system (2) numerically to verify the obtained analytical 

results and specifying the control set of parameters. For the following hypothetical set of parameters system 

(2) solved numerically and the obtained trajectories are drawn in the form of phase portrait and time series. 

First, we examine varying the value of each parameter on the dynamical behavior of the system (2). Second 

assure our obtained analytical results. It is spotted that, for the following set of hypothetical parameters in (50) 

that satisfies stability conditions of the positive equilibrium point E*, system (2) has a globally asymptotically 

stable coexistence equilibrium point, as illustrated in figure Fig. (1.I)- below, with initial condition (0.5, 0.4, 

0.5) 

 𝐴1 = 0.503, 𝐴2 = 0.8, 𝜖1 = 0.625, 𝜖2 = 0.011, 𝜆1 = 0.0402, 𝜆2 = 0.2525, 𝜃1 = 0.011, 𝜃2 = 0.11, 

 𝛼1 = 0.01, 𝛼2 = 0.04                                                            (50) 

Consequently, the following set of hypothetical parameters in (51) that satisfies stability conditions of the 

positive equilibrium point 𝐸2 of system (2) has a globally asymptotically stable coexistence equilibrium 

point, as illustrated in figure Fig. (1.II)- below, with initial condition (0.5, 0.4, 0) 

 𝐴1 = 0.89, 𝐴2 = 0.1, 𝜖1 = 0.999, 𝜖2 = 0.3, 𝜆1 = 0.245, 𝜆2 = 0.253, 𝜃1 = 0.095, 𝜃2 = 0.3, 

 𝛼1 = 0.9, 𝛼2 = 0.041                                                              (51) 

However the set of parameters in (52) satisfies stability conditions of the positive equilibrium point 𝐸3of 

system (2) has a globally asymptotically stable coexistence equilibrium point, as illustrated in figure Fig. 

(1.III) - below, with initial condition (0.5, 0, 0.5) 

𝐴1 = 0.5, 𝐴2 = 0.1, 𝜖1 = 0.9, 𝜖2 = 0.3, 𝜆1 = 0.0402, 𝜆2 = 0.253, 𝜃1 = 0.11, 𝜃2 = 0.3, 

 𝛼1 = 0.01, 𝛼2 = 0.041                                                              (52) 

 

 

                        Fig. (1. I) -                                                                                   Fig. (1.II) - 
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                      Fig. (1.III)- 

Fig.1 - Time series trajectories of system (2) of 𝑬∗equilibrium point 

 for the values at (50), (51) and (52) respectively. 

Fig.1 The trajectories of system (2) for the data (50) starting from initial point (0.5, 0.4, 0.5), (a) 3D phase portrait for a globally 

asymptotically coexistence equilibrium 𝐸∗, (b) Time series for the attractor in (a) in Fig.(1.I) -, while in Fig. (1.II) -The trajectories 

of system (2) for the data (51) starting from initial point (0.5, 0.4, 0), (a) 3D phase portrait for a globally asymptotically coexistence 

equilibrium 𝐸2, (b) Time series for the attractor in (a). Fig. (1.III) - shows the trajectories of system (2) for the data (52) starting 

from initial point (0.5, 0, 0.5), (a) 3D phase portrait for a globally asymptotically coexistence equilibrium 𝐸3, (b) Time series for 

the attractor in (a). 

It is clear, figure (1) ensures the obtained theoretical finding regarding the existence of globally asymptotically 

stable coexistence equilibrium points 𝐸∗, 𝐸2, 𝐸3 with certain conditions.  

 

Now, by modifying one parameter at a time, the effect of changing the parameter values on the dynamics of 

the system (2) is explored, and the resulting trajectory is shown in figure Fig.2 - that as the environmental 

carrying capacity of the prey species 𝐴1 recede from 𝐴1= 0.503 to   𝐴1= 0.4, the number of predator 𝑃2 

individuals species fades . 

 
                             Fig. (2.I) -                                                                             Fig. (2.II)- 

 

Fig.2- Time series trajectories of system (2) of 𝑬∗equilibrium point  

after recede 𝑨𝟏and 𝑨𝟐, rest of the values are at (50) 
 
Fig.2 - The trajectories of system (2) after recede 𝐴1from 𝐴1= 0.503 to   𝐴1= 0.4 in Fig.(2.I) - the number of predator 𝑃2 individual 

species fades and when 𝐴2 recede from 𝐴2=0.8 to 𝐴2=0.5, in Fig.(2.II) - the number of predator 𝑃1individuals species fades, with 

initial point (0.5, 0.4, 0.5) (a) 3D phase portrait of equilibrium 𝐸∗, (b) Time series for the attractor in (a). 

 

 

The same way, depending on (50),if we change 𝜖1 and 𝜖2 (mutual interference in growth between the first and 

second predators, respectively, depending on eating the largest number of preys), by decreasing it from 𝜖1 =
0.626 to 𝜖1 = 0.025 it will cause a major disruption to the stability of the system shown in the figure Fig.3 -

. 
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                                Fig. (3.I)                                                                         Fig. (3.II) 

 

Fig.3 - Time series trajectories of system (2) of 𝑬∗equilibrium point  

after recede ∈𝟏and ∈𝟐, rest of the values are at (50) 

 

  

Fig.3- The trajectories of system (2) after recede 𝜖1from 𝜖1= 0.652 to 𝜖1= 0.025 a major disturbance occurs in the stability of system 

(2) in Fig. (3.I)- and if  𝜖2 increase from 𝜖2= 0.011 to 𝜖2= 0.89 the predator population 𝑃1 is steadily increasing to the predator 

population 𝑃2 fades away to zero however the predator population 𝑃1 is steadily increasing to 𝑃1= 1.15 in Fig. (3.II)- , with initial 

point (0.5, 0.4, 0.5) , (a) 3D phase portrait of equilibrium 𝐸∗, (b) Time series for the attractor in (a). 

 

we can summarize the effect of the parameters on system (2) stability in table (1)- for the equilibrium points  

𝐸∗, 𝐸2 𝑎𝑛𝑑 𝐸3, with initial point (0.5, 0.4, 0.5), (0.5, 0.4, 0) and (0.5, 0, 0.5) respectively as follow: 

 

 

 

 

Parameter’s value Equilibrium 

point 

Stability of the system Figure  

   𝑨𝟏 = 𝟎. 𝟓𝟎𝟑,𝑨𝟐 = 𝟎. 𝟖, 𝝐𝟏 = 𝟎. 𝟔𝟐𝟓, 𝝐𝟐 =
𝟎. 𝟎𝟏𝟏, 𝝀𝟏 = 𝟎.𝟎𝟒𝟎𝟐, 𝝀𝟐 = 𝟎. 𝟐𝟓𝟐𝟓, 𝜽𝟏 =
𝟎. 𝟎𝟏𝟏, 𝜽𝟐 = 𝟎. 𝟏𝟏, 
 𝜶𝟏 = 𝟎. 𝟎𝟏, 𝜶𝟐 = 𝟎. 𝟎𝟒 

𝐸∗   locally asymptotically stable (LAS) Fig.1 -(1.I) 

𝑨𝟏 = 𝟎. 𝟒, 𝑨𝟐 = 𝟎.𝟖, 𝝐𝟏 = 𝟎. 𝟔𝟐𝟓, 𝝐𝟐

= 𝟎. 𝟎𝟏𝟏, 𝝀𝟏 = 𝟎. 𝟎𝟒𝟎𝟐, 
 𝝀𝟐 = 𝟎. 𝟐𝟓𝟐𝟓, 𝜽𝟏 = 𝟎. 𝟎𝟏𝟏, 𝜽𝟐 = 𝟎.𝟏𝟏, 𝜶𝟏 =
𝟎. 𝟎𝟏,𝜶𝟐 = 𝟎. 𝟎𝟒 

𝐸∗   Unstable (the number of predator 𝑃2 

individuals species fades) 

Fig.2 -(2.I) 

 𝑨𝟏 = 𝟎. 𝟓𝟎𝟑,𝑨𝟐 = 𝟎. 𝟒, 𝝐𝟏 = 𝟎. 𝟔𝟐𝟓, 𝝐𝟐 =
𝟎. 𝟎𝟏𝟏, 
 𝝀𝟏 = 𝟎. 𝟎𝟒𝟎𝟐, 𝝀𝟐 = 𝟎. 𝟐𝟓𝟐𝟓, 𝜽𝟏 =
𝟎. 𝟎𝟏𝟏, 𝜽𝟐 = 𝟎. 𝟏𝟏, 
 𝜶𝟏 = 𝟎. 𝟎𝟏, 𝜶𝟐 = 𝟎. 𝟎𝟒 

  𝐸∗ Unstable (the number of predator 𝑃1 

individuals species fades) 

Fig.2 -(2.II) 

 𝑨𝟏 = 𝟎. 𝟓𝟎𝟑,𝑨𝟐 = 𝟎. 𝟖, 𝝐𝟏 = 𝟎. 𝟎𝟐𝟓, 𝝐𝟐 =
𝟎. 𝟎𝟏𝟏, 
 𝝀𝟏 = 𝟎. 𝟎𝟒𝟎𝟐, 𝝀𝟐 = 𝟎. 𝟐𝟓𝟐𝟓, 𝜽𝟏 =
𝟎. 𝟎𝟏𝟏, 𝜽𝟐 = 𝟎. 𝟏𝟏, 
 𝜶𝟏 = 𝟎. 𝟎𝟏, 𝜶𝟐 = 𝟎. 𝟎𝟒 

  𝐸∗ Unstable (major disruption to the 

stability of the system) 

Fig.3-(3.I) 

 𝑨𝟏 = 𝟎. 𝟓𝟎𝟑,𝑨𝟐 = 𝟎. 𝟖, 𝝐𝟏 = 𝟎. 𝟔𝟐𝟓, 𝝐𝟐 =
𝟎. 𝟖𝟗, 
 𝝀𝟏 = 𝟎. 𝟎𝟒𝟎𝟐, 𝝀𝟐 = 𝟎. 𝟐𝟓𝟐𝟓, 𝜽𝟏 =
𝟎. 𝟎𝟏𝟏, 𝜽𝟐 = 𝟎. 𝟏𝟏, 
 𝜶𝟏 = 𝟎. 𝟎𝟏, 𝜶𝟐 = 𝟎. 𝟎𝟒 

 𝐸∗ Unstable (the predator population 𝑃2 

fades away to zero however the 

predator population 𝑃1 is steadily 

increasing to 𝑃1= 1.15) 

Fig.3 - (3.II) 

𝑨𝟏 = 𝟎. 𝟓𝟎𝟑,𝑨𝟐 = 𝟎. 𝟖, 𝝐𝟏 = 𝟎. 𝟔𝟐𝟓, 𝝐𝟐

= 𝟎. 𝟎𝟏𝟏, 𝝀𝟏 = 𝟎. 𝟏𝟐, 
 𝝀𝟐 = 𝟎. 𝟐𝟓𝟐𝟓, 𝜽𝟏 = 𝟎. 𝟎𝟏𝟏, 𝜽𝟐 = 𝟎.𝟏𝟏, 𝜶𝟏 =
𝟎. 𝟎𝟏, 
 𝜶𝟐 = 𝟎. 𝟎𝟒 

𝐸∗  Unstable (the predator population 𝑃2 

fades away to zero however the 

predator population 𝑃1 is steadily 

increasing to 𝑃1= 1.251) 

Fig.4- (4.I) 
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 𝑨𝟏 = 𝟎. 𝟓𝟎𝟑,𝑨𝟐 = 𝟎. 𝟖, 𝝐𝟏 = 𝟎. 𝟔𝟐𝟓, 𝝐𝟐 =
𝟎. 𝟎𝟏𝟏, 
 𝝀𝟏 = 𝟎. 𝟎𝟒𝟎𝟐, 𝝀𝟐 = 𝟎. 𝟓𝟑, 𝜽𝟏 = 𝟎.𝟎𝟏𝟏, 𝜽𝟐 =
𝟎. 𝟏𝟏, 
 𝜶𝟏 = 𝟎. 𝟎𝟏, 𝜶𝟐 = 𝟎. 𝟎𝟒 

𝐸∗  Unstable (the predator population 𝑃1 

fades away to zero however the 

predator population 𝑃2 is steadily 

increasing to 𝑃2= 0.7) 

Fig.4 - (4.II) 

   𝑨𝟏 = 𝟎. 𝟓𝟎𝟑,𝑨𝟐 = 𝟎. 𝟖, 𝝐𝟏 = 𝟎. 𝟔𝟐𝟓, 𝝐𝟐 =
𝟎. 𝟎𝟏𝟏, 𝝀𝟏 = 𝟎.𝟎𝟒𝟎𝟐, 𝝀𝟐 = 𝟎. 𝟐𝟓𝟐𝟓, 𝜽𝟏 =
𝟎. 𝟏𝟏, 𝜽𝟐 = 𝟎. 𝟏𝟏, 
 𝜶𝟏 = 𝟎. 𝟎𝟏, 𝜶𝟐 = 𝟎. 𝟎𝟒 

𝐸∗  Unstable (the predator population 𝑃1 

fades away to zero however the 

predator population 𝑃2 is steadily 

increasing to 𝑃2= 0.59) 

Fig.5- (5.I) 

   𝑨𝟏 = 𝟎. 𝟓𝟎𝟑,𝑨𝟐 = 𝟎. 𝟖, 𝝐𝟏 = 𝟎. 𝟔𝟐𝟓, 𝝐𝟐 =
𝟎. 𝟎𝟏𝟏, 𝝀𝟏 = 𝟎.𝟎𝟒𝟎𝟐, 𝝀𝟐 = 𝟎. 𝟐𝟓𝟐𝟓, 𝜽𝟏 =
𝟎. 𝟎𝟏𝟏, 𝜽𝟐 = 𝟎. 𝟏𝟏, 
 𝜶𝟏 = 𝟎. 𝟎𝟏, 𝜶𝟐 = 𝟎. 𝟎𝟒 

𝐸∗  Unstable (the predator population 𝑃1 

fades away to zero however the 

predator population 𝑃2 is steadily 

increasing to 𝑃2= 0.78) 

Fig.5 - (5.II) 

   𝑨𝟏 = 𝟎. 𝟓𝟎𝟑,𝑨𝟐 = 𝟎. 𝟖, 𝝐𝟏 = 𝟎. 𝟔𝟐𝟓, 𝝐𝟐 =
𝟎. 𝟎𝟏𝟏, 𝝀𝟏 = 𝟎.𝟎𝟒𝟎𝟐, 𝝀𝟐 = 𝟎. 𝟐𝟓𝟐𝟓, 𝜽𝟏 =
𝟎. 𝟎𝟏𝟏, 𝜽𝟐 = 𝟎. 𝟏𝟏, 
 𝜶𝟏 = 𝟎. 𝟒, 𝜶𝟐 = 𝟎. 𝟎𝟒 

𝐸∗  Unstable (the predator population 𝑃1 

fades away to zero however the 

predator population 𝑃2 is steadily 

increasing to 𝑃2= 0.59) 

Fig.6 - (6.I) 

   𝑨𝟏 = 𝟎. 𝟓𝟎𝟑,𝑨𝟐 = 𝟎. 𝟖, 𝝐𝟏 = 𝟎. 𝟔𝟐𝟓, 𝝐𝟐 =
𝟎. 𝟎𝟏𝟏, 𝝀𝟏 = 𝟎.𝟎𝟒𝟎𝟐, 𝝀𝟐 = 𝟎. 𝟐𝟓𝟐𝟓, 𝜽𝟏 =
𝟎. 𝟎𝟏𝟏, 𝜽𝟐 = 𝟎. 𝟏𝟏, 
 𝜶𝟏 = 𝟎. 𝟎𝟏, 𝜶𝟐 = 𝟎. 𝟒 

𝐸∗  Unstable (the predator population 𝑃2 

fades away to zero however the 

predator population 𝑃1 is steadily 

increasing to 𝑃1= 1.153) 

Fig.6- (6.II) 

𝑨𝟏 = 𝟎. 𝟖𝟗,𝑨𝟐 = 𝟎. 𝟏, 𝝐𝟏 = 𝟎. 𝟗𝟗𝟗, 𝝐𝟐 =
𝟎. 𝟑, 𝝀𝟏 = 𝟎. 𝟐𝟒𝟓, 𝝀𝟐 = 𝟎.𝟐𝟓𝟑, 𝜽𝟏 =
𝟎. 𝟎𝟗𝟓, 𝜽𝟐 = 𝟎. 𝟑, 𝜶𝟏 = 𝟎.𝟗, 
 𝜶𝟐 = 𝟎. 𝟎𝟒𝟏 

 

 𝐸2 locally asymptotically stable (LAS) Fig.- (1.II)  

𝑨𝟏 = 𝟎.𝟓, 𝑨𝟐 = 𝟎. 𝟏, 𝝐𝟏 = 𝟎. 𝟗, 𝝐𝟐 = 𝟎. 𝟑, 𝝀𝟏

= 𝟎.𝟎𝟒𝟎𝟐, 
 𝝀𝟐 = 𝟎. 𝟐𝟓𝟑, 𝜽𝟏 = 𝟎.𝟏𝟏, 𝜽𝟐 = 𝟎. 𝟑, 𝜶𝟏 =
𝟎. 𝟎𝟏,𝜶𝟐 = 𝟎. 𝟎𝟒𝟏   

 

 𝐸3 locally asymptotically stable (LAS) Fig. (1.III) 

 
Table 1-  The stability of system (2) according to the parameters values at (50) 

 

 

 

The following figures are explained in the above Table (1)-  
 

 

 
                         Fig.(4.I)-                                                                                            Fig.(4.II) - 

 

Fig.4 - Time series trajectories of system (2) of 𝑬∗equilibrium point 

after recede 𝜆𝟏and 𝜆𝟐, rest of the values are at (50) 

 
Fig.4- The trajectories of system (2) with initial point (0.5, 0.4, 0.5) by increasing 𝜆1from 𝜆1= 0.0402 to 𝜆1= 0.12 the predator 

population 𝑃2 fades away to zero however the predator population 𝑃1 is steadily increasing to 𝑃1= 1.251in Fig. (4.I)-, and 
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increasing 𝜆2from 𝜆2= 0.253 to 𝜆2= 0.53 the predator population 𝑃1 fades away to zero however the predator population 𝑃2 is 

steadily increasing to 𝑃2= 0.7 in Fig.(4.II)- (a) 3D phase portrait of equilibrium 𝐸∗, (b) Time series for the attractor in (a). 

 
                              Fig.(5.I) -                                                                                                Fig.(5.II) - 

                                                                                   

Fig.5 -Time series trajectories of system (2) of 𝑬∗equilibrium point 

after recede 𝜃𝟏and 𝜃𝟐, rest of the values are at (50) 

 

 
Fig.5-  The trajectories of system (2) with initial point (0.5, 0.4, 0.5) by increasing 𝜃1from 𝜃1= 0.011 to 𝜃1= 0.11 the predator 

population 𝑃1 fades away to zero however the predator population 𝑃2 is steadily increasing to 𝑃2= 0.59 in Fig. (5.I), and decreasing 

𝜃2from 𝜃2= 0.11 to 𝜃2= 0.011 the predator population 𝑃1 fades away to zero however the predator population 𝑃2 is steadily increasing 

to 𝑃2= 0.78 in Fig. (5.II)-  (a) 3D phase portrait of equilibrium 𝐸∗, (b) Time series for the attractor in (a). 

 

 

 
                                    Fig. (6.I)-                                                                                                  Fig.(6.II)- 

                                                                             
Fig.6 - Time series trajectories of system (2) of 𝑬∗equilibrium point 

after increasing 𝜶𝟏and 𝜶𝟐, rest of the values are at (50) 

 

Fig.6 - The trajectories of system (2) with initial point (0.5, 0.4, 0.5) by increasing 𝛼1from 𝛼1= 0.01 to 𝛼1= 0.4 the predator 

population 𝑃1 fades away to zero however the predator population 𝑃2 is steadily increasing to 𝑃2= 0.59 in Fig.(6.I) -, and increasing 

𝛼2from 𝜃2= 0.04 to 𝜃2= 0.4 the predator population 𝑃2 fades away to zero however the predator population 𝑃2 is steadily increasing 

to 𝑃2= 1.153 ,in Fig.(6.II)-  (a) 3D phase portrait of equilibrium 𝐸∗, (b) Time series for the attractor in (a). 

    

 

 

10. Conclusion 

 
   A two predator- one prey ecological system had been studied briefly with many functional responses 

especially Beddington-DeAngelis and Holling type -Il and all the previous studies adopted one type of 

predation functional response for both predators. In this research two different types of functional response 

model were comprehended which reduce diverse responses from the predator for killing the prey, taking under 

consideration the competition between the two predators and the environment that combine the three 

individuals together for living, all of the solution's properties are studied. We obtained that there are only five 

nonnegative equilibrium points in the system. The topics of stability, feasibility, local bifurcations, and Hopf-

bifurcation are all entirely scouted. The numerical simulation was used to examine global dynamics and 

determine the impact of changing parameters using a set of hypothetical data. 
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The next observation was locating: 

 

 By modifying one parameter at a time, the effect of changing the parameter values  as the 

environmental carrying capacity of the prey species 𝐴1 recede from 𝐴1= 0.503 to   𝐴1= 0.4, the number 

of predator 𝑃2 individuals species fades.    

 If we change 𝜖1 and 𝜖2 (mutual interference in growth between the first and second predators, 

respectively, depending on eating the largest number of preys), by decreasing it from 𝜖1 = 0.626 to 

𝜖1 = 0.025 it will cause a major disruption to the stability of system (2). 

 Increasing 𝜆1from 𝜆1= 0.0402 to 𝜆1= 0.12 the predator population 𝑃2 fades away to zero however the 

predator population 𝑃1 is steadily increasing to 𝑃1= 1.251, and increasing 𝜆2from 𝜆2= 0.253 to 𝜆2= 

0.53 the predator population 𝑃1 fades away to zero however the predator population 𝑃2 is steadily 

increasing to 𝑃2= 0.7. (𝜆1, 𝜆2  are the maximum number of the prey that can be eaten by the first and 

second predator per unit time respectively) 
 Increasing 𝜃1from 𝜃1= 0.011 to 𝜃1= 0.11 the predator population 𝑃1 fades away to zero however the 

predator population 𝑃2 is steadily increasing to 𝑃2= 0.59, and decreasing 𝜃2from 𝜃2= 0.11 to 𝜃2= 0.011 

the predator population 𝑃1 fades away to zero however the predator population 𝑃2 is steadily increasing 

to 𝑃2= 0.78. ( 𝜃1, 𝜃2 are the rates at which the growth rate of the first predator is annihilated by the 

second predator and vice versa) 

 Increasing 𝛼1from 𝛼1= 0.01 to 𝛼1= 0.4 the predator population 𝑃1 fades away to zero however the 

predator population 𝑃2 is steadily increasing to 𝑃2= 0.59, and increasing 𝛼2from 𝜃2= 0.04 to 𝜃2= 0.4 

the predator population 𝑃2 fades away to zero however the predator population 𝑃2 is steadily increasing 

to 𝑃2= 1.153. (𝛼1, 𝛼2 are the predators 𝑃1, 𝑃2 death rates respectively). 
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